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Abstract—With the trend towards smart cities, the use of
Unmanned Aerial Vehicles (UAVs) is becoming more and more
diverse. An economical and insightful way to study the use of
UAVs in cities is through the utilization of computer simulations.
However, currently available simulators are only of limited use
to investigate such scenarios: often they have been developed
for a dedicated use case, can only handle single UAVs, or the
software was not made available with an open license. In this
paper, we present AirMobiSim, a modular and microscopic UAV
simulation framework, which is available under a GPLv2 license.
AirMobiSim provides the basis for the creation of kinematic and
energy models for different UAV types. It can support an arbitrary
number of UAVs and can be coupled with other simulators via
open interfaces, for example to examine systems using wireless
communication between UAVs. We furthermore present our
approach for model-building and show that AirMobiSim can
already accurately reproduce existing work. We also highlight
current limitations and show prospects for future work.

I. INTRODUCTION

There are already several different possible applications today.
These include Unmanned Aerial Vehicles (UAVs) as mobile
data carriers [1] or relays [2], parcel delivery services [3],
medical supply [4], monitoring tasks [5], or precision agricul-
ture [6]. The increasing number of civil applications for UAVs
is leading to more attention being paid to this area in research.

This trend is likely to be amplified by the smart city
and Internet of Things (IoT) trends. However, a real-world
UAV deployment must be planned or evaluated in advance
appropriately.

This is often done as part of field tests, such as the one
DHL conducted for its own parcel delivery UAV. However,
such field tests are usually very complex, expensive, limited
to a certain size, and do usually only cover a very specific use
case in a specific scenario. If one of its conditions is changed,
a field test must be repeated which often causes the costs to
rise sharply. In combination with possible legal barriers, field
tests are not feasible in a lot of cases.

Computer simulations offer an alternative to field testing
by analyzing the real system through software models. In
doing so, input parameters (e.g., number of UAVs, physical
properties, etc.) can be quickly changed and simulations can
then be repeated at low cost. Depending on the abstraction
of the software model, conclusions from simulations can be
drawn about the effects in the real world.

The topics of possible UAV simulation studies are manifold.
For example, different positions for UAV takeoff and landing
locations could be evaluated through simulations. For example,
these locations can be evaluated in terms of various metrics
such as cost, flight time, etc. Furthermore, a pure evaluation
of algorithms is possible, for example for collision avoidance
using different flight maneuvers or parameters.

However, to make all this possible, software models are
required to approximate reality sufficiently well. This includes
sufficiently realistic modeling of flight behavior of various
flight maneuvers, but also different types of UAVs.

For many use cases, pure mobility studies are often already
sufficient. Especially in the environment of IoT and smart
cities, however, UAVs often coexist with other nodes such as
road vehicles. Thus, a pure consideration of air traffic may not
be sufficient here. Previous work [2], [7] has considered the
coexistence of UAVs in the air and vehicles on the ground. In
addition to UAVs and road vehicles, these studies also consider
aspects regarding wireless communication. A wide range of
applications therefore need simulations of road traffic, air traffic,
and communication.

In this paper, we introduce concepts and considerations for
such a simulator and present AirMobiSim, our Open Source
unmanned aerial vehicle simulation framework. The simulator
is available under the terms of a GPL license1.

AirMobiSim is a microscopic simulation framework for
UAVs that can be used stand-alone and it provides a basis
for the creation of kinematic and energy models for different
UAVs. In the current version, we provide an implementation
for the Crazyflie 2.1 platform. We furthermore enable coupling
AirMobiSim with any other simulators via a generic gRPC in-
terface. The current version of AirMobiSim provides interfaces
to OMNeT++ frameworks like Veins [8] to enable wireless
communication between UAVs and to couple AirMobiSim with
SUMO for hybrid simulations of air and road traffic mobility. In
doing so, we also implemented the coupling with the popular
INET Framework for further usage of existing models such as
the ones provided by simuLTE [9] or simu5G [10]. However,
the coupling capabilities of AirMobiSim are not limited to
OMNeT++; e.g., simulators like NS-3 can be integrated using
the same interface and methodology.

1http://airmobisim.org
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In brief, the key contributions of this paper are:
• We present AirMobiSim, an Open Source simulation

framework for UAV kinematics and energy aspects1.
• We describe the current structure of AirMobiSim and

explain how it can be extended through generic interfaces.
• We demonstrate the flexibility and applicability for simu-

lation studies with multiple UAVs communicating with
road vehicles via IEEE 802.11p.

II. USE CASES

In recent years new use cases for single and multi-UAV
systems appeared.

One research area is collision avoidance studies [11]. With
AirMobiSim, algorithms can be evaluated in different scenarios
without additional frameworks before being deployed in the
real world. The available gRPC interfaces of AirMobiSim also
allow the evaluation of cooperative approaches that use wireless
communication for cooperative collision avoidance [12].

Another use case can be the evaluation of UAVs as data
carriers in disaster scenarios [1]. UAVs acting as flying cell
stations could thus provide connectivity in such situations.
AirMobiSim can help here to evaluate an optimal deployment
of such flying cells within a geographic area. This requires
a coupling of AirMobiSim with a mobile broadband simu-
lator like simu5G [10] or any other framework to simulate
communication aspects.

A third use case can may be the coexistence of road vehicles
and UAVs. Since road vehicles and UAVs are very likely to exist
together in smart cities, their interaction (for example, in terms
of communication) could be investigated here. Delivery UAVs
could be launched directly from a delivery truck. While a UAV
delivers a package, the vehicle continues the delivery route.
After delivery, the UAV flies back to the truck, which requires
communication, e.g., to exchange data regarding the vehicle’s
position. This combination of road traffic, air traffic, and
communication can be realized with the help of AirMobiSim.

For all the use cases presented, precise planning and
evaluation of the algorithms is necessary. Simulations offer
a good middle ground here, which can greatly reduce the
required effort and financial investment. There are already a
large number of simulations available today, but almost all of
them are not suitable for the investigation of such questions.

III. RELATED WORK

The literature provides a variety of different simulator imple-
mentations for UAVs. Some of the simulators are community
driven and developed, others are purposed built for scientific
publications [13].

The aim of Microsoft AirSim [14] is to support the develop-
ment and evaluation of autonomous vehicle applications. The
focus is not only on UAVs but also on different road vehicles. A
special focus is on the development of reinforcement learning
algorithms. The kinematic properties of UAVs are derived from
the Unreal Engine and it is therefore not clear how far these
models are directly transferable to the real world. Furthermore,

AirSim is not modularly extensible and is primarily designed
to simulate a single UAV.

Gazebo [15] was developed back in 2002. It is one of the
most popular multi-robot simulators, it includes several physics
engines, and allows the evaluation of algorithms, but also
of robot/UAV designs. However, its kinematic model is not
purpose built for UAVs [16]. It also operates on a low level of
abstraction, potentially leading to long simulation runtimes [17].

Morse [18] is a simulator for the evaluation of robotics and
UAVs. It is based on Blender for physics simulation and can
simulate multiple UAVs at the same time. Like for Microsoft
AirSim, the kinematic properties are derived from the physics
engine and applicability to the real world is not ensured. Morse
is furthermore not providing any opportunities for coupling or
to use wireless communication.

There are also simulation frameworks available that are
integrated into the OMNeT++ ecosystem.

The INET Framework is an Open Source OMNeT++ model
suite for wired, wireless, and mobile networks. The framework
has various mobility models. This allows various movements to
be mapped, but it is not guaranteed that these also correspond
to the real flight behavior of a UAV. However, the large number
of available models for wireless communication are certainly
beneficial for simulation studies regarding UAVs.

LIMoSim [19] is an open simulation framework that can be
used with OMNeT++ and NS-3. It provides mobility and energy
models. Although the simulator is versatile, core functionality
is provided in NS-3, meaning NS-3 is required for any kind
of simulation.

FlyNetSim [20] is another example, which however forces
hardware-in-the-loop. Thus it works on a low level of abstrac-
tion, potentially resulting in long simulation runtimes.

UAV Sim [21] is an OMNeT++ based simulator with the
purpose of cyber security analysis. It is based on the INET
Framework to enable communication between UAVs. There
are also mobility models, but they are not described in more
detail. Finally, this simulator is available as an Open Source
project, but it is not maintained anymore.

Dietrich et al. [22] present a time discrete simulator with a
focus on energy maintenance and node replacement strategies.
The aim of the simulators is to analyze deployment planning
strategies and management processes for multiple UAVs
which can be optimized with the help of the simulator. The
development is based on OMNeT++. However, the simulator
focuses strongly on mobility aspects while communication is
only considered in an abstract way. Additionally, the simulator
itself is not made available under an open license.

Lieser et al. [23] propose a simulation platform that combines
UAV mobility, ad hoc communication on the ground, and the
corresponding human mobility models. The authors include
communication between UAVs and support strategies for post-
disaster scenarios. The simulator uses external libraries to
enable communication within different nodes in the simulation.
Thus, the authors are able to study support strategies for
post-disaster communication networks using their simulator.
However, the implementation is not Open Source and the



libraries used for communication continue to have not been
further developed for several years.

The simulators and frameworks shown here have all been
able to handle their individual use case. However, many
approaches do not allow further use since they are not available
as an Open Source solution with an open license. Others do
not provide dedicated models for UAVs that are appropriately
validated by real systems. Still other simulators model custom
aspects of wireless communication in addition to mobility
without relying on established models here.

In this paper, we close this gap with AirMobiSim, an Open
Source unmanned aerial vehicle simulation framework that
is available under the terms of a GPL license1. AirMobiSim
provides a basis for the creation of kinematic and energy
models for different UAVs and enables coupling with any other
simulator via generic gRPC interfaces. In the current version,
simultaneous simulations of UAVs, road traffic, and wireless
communication are possible.

IV. AIRMOBISIM CONCEPT

AirMobiSim is a microscopic simulator for UAV kinematics
and energy aspects. It is a stand-alone command-line-based
simulator that is developed in Python 3. We implement
AirMobiSim as a time-discrete simulation, meaning we model
the behavior of UAVs as a sequence of discrete states in time.

AirMobiSim is licensed with GPLv2 or any later version
and an Open Source project1.

The idea of AirMobiSim is to provide a framework and an
infrastructure with which other researchers and end-users can
develop their own models for individual UAVs that are available
as hardware. Models in AirMobiSim primarily represent the
kinematic behavior of a UAV, i.e. the motion characteristics.

Currently, AirMobiSim includes first models for the Bitcraze
Crazyflie 2.1 platform, which we use for several reasons.

First, Crazyflie is an Open Source flying development
platform with open APIs and a modular setup. The hardware
can be programmed with Python and provides libraries for
automated control of UAVs.

Second, the Crazyflie platform is expandable by using
different expansion decks. These decks include capabilities
for storing large amounts of data directly on the UAV, but also
decks for localizing of UAVs in 3D space.

Third, the Crazyflie platform is often used in academic
settings [24], [25]. Several publications use the Crazyflie
platform for a wide variety of use cases. These include
cooperative strategies for different use cases [26], vehicle
tracking [27], or swarm formation [28], [29].

To allow a straightforward evaluation of simulation results,
AirMobiSim records statistics as a CSV file. These results
are recorded for each UAV in the simulation. They include
time-dependent information regarding the position, velocity,
etc., but also scalar data.

AirMobiSim provides generic gRPC interfaces that can be
used to couple AirMobiSim with other simulation frameworks.
For example, coupling with simulators that provide simulation
models for wireless communication is possible.

Figure 1. Measurement setup using HTC Vive base stations. The base stations
are mounted on tripods and at a height of 1.6 m. The total flight space has a
size of 3 m x 3 m.

Currently, AirMobiSim possesses two mobility models,
which we call Linear Mobility and Spline Mobility. Regardless,
however, the models are arbitrarily extensible and can be
developed for other UAV platforms or with a different level of
abstraction.

A. Kinematic Model

Our model development relies heavily on real-world mea-
surements, for example on the Crazyflie 2.1 platform. The idea
of the development is to let a UAV fly different maneuvers
first. During the flight, the position of the UAV is recorded
with very small time intervals of 0.01 s to be able to record
the trajectory. Accordingly, precise localization and a stable
flight behavior of the UAV in 3D space is necessary. There
are several approaches to this for the Crazyflie 2.1 platform.

Our first experiments built on the Bitcraze Loco Positioning
System. The system is based on ultra wideband radio to measure
the position of an object in 3D space. Following the instructions
of the available tutorial, we positioned a total of 8 Anchor
Nodes in our lab and equipped the UAV with a Crazyflie 2.1
Loco Tag. Using it, the UAV can locate its position based on
the measured distance to the anchor nodes. Our experiments
showed that the flight characteristics of the UAV are more stable
than with relative positioning. However, the UAV is not stable
enough to derive model properties and the measurement series
became inaccurate. A derivation of the flight characteristics
was therefore not possible using the Loco Positioning System.

In a second experiment, we used HTC Vive base stations
(Lighthouse) together with the Crazyflie 2.1 Lighthouse deck.
The Lighthouse system generates a measurement error, which
is, however, negligible [30]. In fact, this measurement setup
allowed a very stable flight behavior, which was also confirmed
with different maneuvers. Figure 1 shows the setup of our
hardware experiments.

We use the Motion Commander from Crazyflie for the
development of autonomous flights that are used for our
measurement series. This has the advantage that influences
by a human pilot are excluded.



We started with very simple maneuvers, such as flying a
straight line. This kind of maneuver allows a first implementa-
tion of a model with low complexity. Furthermore, we could
evaluate the integration of the models into the AirMobiSim
ecosystem. We call this first model the Linear Mobility model.
Although the model itself is not complex, it approximates
the flight behavior of point-to-point flying UAVs often used
in related work [2], [31]. In this mobility model, a UAV
starts at a position and moves toward the target position. The
flight angle and speed are constant. The acceleration is set
to zero. Accordingly, during the hardware measurements, we
only recorded data when the desired speed was reached. This
reduces side effects due to acceleration or deceleration.

For a second model, we consider more complex movements,
such as curvy trajectories. This model considers a list of
consecutive waypoints, e.g., a set of positions (x, y, z) a UAV
has to reach during simulation and the hardware experiment.

To minimize the complexity of this mobility pattern in
simulation, we use a method to interpolate the trajectory
between two defined waypoints. This approach is based on
cubic spline interpolation. This means that the connection
between two waypoints is defined by a cubic parabola. We call
this model Spline Mobility.

We repeat all experiments 10 times for statistical confidence
and cut take-off and landing phases. Our measurements show
that the differences between different measurement series are
negligible.

We analyze both mobility models by comparing the results
of the simulations with those obtained by the hardware
measurements. We do this through graphical validation [32].

We record the position of the UAV every 0.01 s in the
hardware measurement using the Lighthouse setup. Since the
kinematic model is based on waypoints, we transfer waypoints
from the hardware measurement to the simulation. The path
shown here consists of 10 waypoints, each acquired with a
time distance of 1 s at a constant velocity. The path between
the waypoints is calculated by cubic spline interpolation. Our
simulation also uses a step length of 0.01 s.

Figure 2 shows the data for the Spline Mobility model (data
for Linear Mobility not shown).

The graphical validation shows that the model approximates
the hardware experiment very well. Visible differences between
the two experiments result from the interpolation between the
waypoints, but also from errors with the positioning and thus
in an inaccurate flight trajectory of the hardware. Regarding
the scale of the axes of the plot, however, the differences are
very small, so the interpolation proves to be very useful and
sufficiently accurate here.

B. Interfaces

AirMobiSim can be used standalone for pure mobility studies.
However, as smart city initiatives in general and the deployment
of 5G in particular continue to be driven forward, pure mobility
studies cover only a small part of the possible application
spectrum of UAVs. Consideration of wireless communication
between UAVs, but also between UAVs and other nodes in the
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Figure 2. Position of UAV in simulation and in hardware measurement as a
function of time.

network is therefore often necessary to investigate real-world
problems and situations.

Since there are specialized and established simulators for
road traffic or wireless communication, we follow a coupling
approach using Google Protobuf and gRPC interfaces to
connect any external simulator. We use gRPC as a Remote
Procedure Call (RPC) framework to connect different services
or applications. It is offered in various programming languages
like C++, Python, Java, or GO. Through gRPC we enable cou-
pling of AirMobiSim with any external software. This means
that other models, for example for wireless communication,
do not have to be developed from scratch, but can simply be
integrated via this interface.

To use the gRPC interfaces, AirMobiSim provides the
Drone Command Interface Bridge (DroCI-Bridge) module.
This interface can be used by any simulator or framework.
For this, the API definitions must be implemented only on the
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Figure 3. Example of a coupling of AirMobiSim with OMNeT++ and SUMO.

opposite side likewise. Due to the platform independence and
a large number of supported programming languages, wide use
is possible.

V. PROOF OF CONCEPT

We show an example use case of AirMobiSim by re-
simulating a previous work [33] which used the Linear Mobility
model from the INET Framework, now using a kinematic
model from AirMobiSim. The study includes UAV movements,
simulations of road traffic, and communication using IEEE
802.11p.

To enable wireless communication within AirMobiSim, our
current version couples AirMobiSim with Veins [8]. Veins
is an extension to the OMNeT++ network simulator and
provides fully-detailed models of the IEEE 802.11p network
layers. It additionally offers coupling with the simulator SUMO
for road traffic mobility. This allows, first, the coexistence
of road vehicles on the ground and UAVs in the air and,
second, communication between UAVs and between UAVs and
road vehicles. All that is needed is a stub in Veins for the
gRPC connection to the server module in AirMobiSim. Like
AirMobiSim we make these OMNeT++ modules available as
Open Source.

Coupling with Veins would also allow coupling with all
extensions of Veins. This includes for example the platooning
extension Plexe [34]. A coupling with the INET Framework
and all extensions of INET is also possible. INET itself is
the standard communication protocol library for OMNeT++
and provides different models, e.g., for IEEE 802.11, MAC
protocols, or QoS mechanisms. Known extensions of INET
include, e.g., simuLTE [9] or simu5G [10].

Figure 3 is showing the coupling of AirMobiSim and the
OMNeT++ ecosystem using Veins. In the same way a coupling
with any other simulations like NS-3 is possible.

We investigate the effects of using randomly passing UAVs
at an urban intersection to improve the perception of vehicles
on the ground. We use AirMobiSim to simulate point-to-point
flying UAVs using the Linear Mobility model. We couple
Veins to enable the use of the OMNeT++ INET framework
for wireless network modeling and SUMO for road mobility.
We use a symmetric intersection with four legs of 500 m each
from our previous study. The intersection is surrounded by
buildings that are fully opaque to radio transmissions.

UAVs are flying at a constant speed (20 m/s) and height
(70 m). Furthermore, UAVs spawn at the outer edge of the
scenario with a mean inter-arrival time of 30 s.
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Figure 4. Data for the experiment using AirMobiSim and the models from
the INET Framework. Both results are almost identical.

Figure 4 shows the results of this work. The data shows
the relative share of detected vehicles within an area of 100 m
(euclidean distance) around the center of the intersection. The
data proves that the values from the previous work can be
reproduced almost identical. As shown in the data, however,
there is a deviation that can be traced back to localization
errors. Based on this, more extensive parameter studies in
AirMobiSim could cover a complete evaluation of the value
space of different UAV parameters in the next step.

Our simulation results show that AirMobiSim provides a
suitable environment for the presented simulation study. This
opens the door to investigations with more extensive kinematic
models with more information value.

VI. CONCLUSION AND FUTURE WORK

We presented AirMobiSim, a modular and microscopic
Unmanned Aerial Vehicle (UAV) simulation framework for
multiple UAVs, which is available under a GPLv2 license.
AirMobiSim provides a basis for the creation of kinematic
and energy models for different UAV types. Unlike related
work it is Open Source, it can support an arbitrary number of
UAVs, and can be coupled with other simulators like OMNeT++
or NS-3 via open interfaces, for example to enable wireless
communication between UAVs. We furthermore presented our
approach for model-building and showed that AirMobiSim can
accurately reproduce existing work.

Building on the current state of AirMobiSim, there are two
straightforward directions for future work.

First, the current kinematic models have been developed
specifically for the Crazyflie 2.1 platform. Also, these models
are not yet fully comprehensive. For example, the acceleration
behavior of UAVs is currently not yet fully considered. For
more complex studies regarding collision avoidance, however,
this consideration is certainly advantageous. Yet, AirMobiSim
itself is built in a way such that these models can be easily
adapted or extended, but also completely replaced. For future
work we will expand and further refine the models for the
Crazyflie 2.1. However, it is also possible to replace the models
of the Crazyflie 2.1 with those of a real parcel UAV based on
experiments with the hardware.

Second, the existing energy model is very abstract so far
and not suitable for simulation studies. This is mainly because



Crazyflie 2.1 cannot provide the required data for a realistic
energy model. We therefore plan to use a second hardware
platform for future work. This will probably be based on
the established Pixhawk series. The Pixhawk series is an
independent Open Source hardware platform project [13].
Pixhawk collaborates with several partners, e.g., the DroneCode
project, and it is suitable for different kinds of UAVs or frames
like multirotor, fixed-wing, gliders, and others.
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